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What is Stylometry?

· Using statistical analysis of a text to help determine who wrote it

· “The science which describes and measures the personal elements in literary or extempore utterances” —A. Q. Morton, Literary Detection (1978)

· Applications to history, literature, court cases involving plagiarism and fraud

· Classic achievement: Mosteller and Wallace (1964) gave evidence that 12 disputed Federalist Papers were written by James Madison, not Alexander Hamilton

Example
1
2
3

The half-yearly Represent-atives of Rhode Island would probably have been little affected in their delib-erations on the iniquitous measures of that State, by arguments drawn from the light in which such meas-ures would be viewed by foreign nations, or even by the sister States; whilst it can scarcely be doubted that if the concurrence of a select and stable body had been necessary, a regard to National character alone would have prevented the calamities under which that misguided people is now laboring.
Of those who espouse this objection, a part are of opinion that the House of Representatives ought to have been associated in the business, while another part seem to think that nothing more was neces-sary than to have substitut-ed two thirds of ALL the members of the Senate, to two thirds of the members PRESENT. As I flatter my-self the observations made in a preceding number up-on this part of the plan must have sufficed to place it, to a discerning eye, in a very favorable light, I shall here content myself …
The State governments may be regarded as con-stituent and essential parts of the federal government; whilst the latter is nowise essential to the operation or organization of the for-mer. Without the interven-tion of the State legislat-ures, the President of the United States cannot be elected at all. They must in all cases have a great share in his appointment, and will, perhaps, in most cases, of themselves deter-mine it. The Senate will be elected absolutely and ex-clusively by the State legis-latures.

‘Outside the Cave of Shadows’
· Traditional stylometric technique: count common words such as ‘while,’ ‘upon,’ ‘of’

· Word frequencies form fingerprint of an author’s style

· But Baayen, van Halteren, and Tweedie (1996) argue that word frequencies are just ‘shadows on a cave wall’—reflecting more basic syntactic differences

· Their proposal: parse a text’s sentences by hand, then do statistical analysis of the parses

· They present evidence that this yields more accurate results
Research Question
Can syntactic features distinguish authors with greater accuracy than can data-driven features alone?

· Syntactic features: Derived from sentence parses

· Data-driven features: Derived from a text itself

Main differences from Baayen et al.’s methodology

· Used an automatic parser rather than a hand-parsed corpus

· Program was not given baseline texts of known authorship; its goal was simply to cluster similar texts
Features Computed for Each Text
Data-driven

Letter frequency: a 26-dimensional vector

Punctuation frequency: 15 dimensions, for !$%&()-;:’”,./?

Word frequency: of the 20 most common words in corpus out of a master list of 294 (a, about, after, …)

Mean sentence length

Standard deviation of sentence length
Syntactic

Grammar rule frequency: of the 20 most common grammar rules in parses of corpus’ sentences out of 239 returned by the parser.  Able to parse about 40% of sentences (many too long to parse efficiently)

Parser
· Used Carnegie Mellon Link Grammar Parser, by Lafferty, Sleator, and Temperley

· Instead of building a parse tree, finds syntactic links between words—can handle ill-formed sentences, is suited to statistical natural language processing

· Example: “James Madison wrote the disputed Federalist papers” becomes

  +----------------------------Xp----------------------------+

  |                    +---------------Osn---------------+   |

  +-----Wd-----+       +------Op-----+                   |   |

  |     +---G--+---Ss--+     +---DD--+          +----G---+   |

  |     |      |       |     |       |          |        |   |

///// James Madison wrote.v the disputed.a Federalist Papers .
Clustering Algorithm
· Relevant features are normalized (so that all have equal weight) and consolidated

· Texts become vectors in one big vector space

· Distances between texts measured using L1 metric
· Clustering algorithm: K-means with 100 random restarts

· Number of clusters K specified by user

· Implemented using Microsoft Visual C++ 6.0

Cluster Validity Measure
· How accurate is this attempted clustering by author?
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· We define accuracy A as 1 – K(/[(K–1)N], where K is number of clusters, N is number of texts, and ( is error (number of texts that must be moved to make the clustering perfect).   In the above example, N=9, K=3, (=3, and A=½.
Theoretical Results

· 0 ( A ( 1

· A is computable in O[NlogK + K2.5log(NK)] time (reduction to matching)

· Probability of obtaining error at most ( by chance is at most (K! / KN) (i=0…( [choose(N,i) (K-1)i]

· Suppose each true cluster has ((K) texts, ((K) ( ((K), and texts are placed in clusters uniformly at random.  Then expected accuracy is O(log K / K).  But if        ((K) ( o(K log K), then expected accuracy is also ((log K / ((log log K)).
Normalization

Theorem: 0 ( A ( 1.

Proof:
Recall A = 1 – K(/[(K–1)N].

A ( 1 because K ( 2, ( ( 0, and N ( 1.

For A ( 0, use the probabilistic method.

Given computed clusters C1 … CK, consider mean error over all K! assignments to true clusters.

Let Ti be a true cluster; then Ti is equally likely to be assigned to any computed clusters.

Normalization (continued)

Let Sij = number of texts Ti shares with CI (Si1+…+Sik=|Ti|)

Then mean error contributed by Ti is

1/K [(|Ti| - Si1) + … + (|Ti| - Sik)]

         = 1/K [K|Ti| - (Si1 + … + Sik)]

         = (1 - 1/K) |Ti|.

Summing mean error from all true clusters, mean error over all assignments is (1 - 1/K)N.

Therefore, there must exist an assignment for which error is ( (1 - 1/K)N.

So ( ( (1 - 1/K)N, and A = 1 – K( / (K-1) N ( 0. (
Text Corpora
Corpus 1—three ~2500-word passages each from six 19th-century American novels:

· The Adventures of Huckleberry Finn and Connecticut Yankee in King Arthur’s Court by Mark Twain
· The Scarlet Letter and The House of The Seven Gables by Nathaniel Hawthorne
· Moby Dick and Typee by Herman Melville
Corpus 2—thirty-one Federalist Papers:

· 10 known to be by Hamilton
· 10 known to be by Madison
· 11 once under dispute (now considered Madison’s)

Texts available from Gutenberg and other web sources

Results

Max Probability of Chance Result


19th-century
Federalist

Letter frequency
Not sig.
Not sig.

Punctuation mark frequency
5.73(10-7
2.94(10-2

Word frequency
8.69(10-4
1.07(10-2

Letters and punctuation
5.73(10-7
Not sig.

Mean sentence length
Not sig.
Not sig.

St. dev. of sentence length
Not sig.
Not sig.

Grammar rule frequency
1.01(10-5
Not sig.

Rules and punctuation
5.73(10-7
3.33(10-3

Rules, punctuation, and words
1.01(10-5
Not sig.

Conclusions
· A data-driven feature (punctuation frequency) combined with grammar rule frequency yielded the highest accuracies

· The results may support Baayen et al.’s thesis, but are inconclusive

· Clusters for 19th-century novels more accurate than those for Federalist Papers — unsurprising

· Mean and st. dev. of sentence length are poor features

· Letter frequency is a poor feature—contrast with Forsyth and Holmes (1996)
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